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Abstract

We address in this paper some problems related to the reudd @ of LADL’s Lexicon-Grammar (LG). This major source of
French verbs lexical knowledge has been publicly availabléhe Internet for several years. However, it has not beed bg the NLP
community, mainly because of its format: ASCI! files eachtafrh containing a table with binary values/(-). The interpretation of
these tables is non trivial because large parts of the Igtigiinformations they contain are neither explicit norresgented in a uniform
manner. The paper presents 3 aspects of the research: (jgfik&tion of LG into a PATR-II Intermediate Lexicon (ILJhe aim of
this translation is to normalize and to represent explitite lexical properties encoded in LG tables. IL repred@nta are independent
of any particular linguistic theory. (2) IL is used to gerteriexicons for NLP applications based on unification gramsm@/e have build
an HPSG lexicon used within the ALEP system to parse Fremchad AG lexicon used for French text generation. Thesedmsare
dual of one another since, for a each entry, the first reptege@properties that hold while the later represents tles that do not hold.
The generation of these lexicons raises interesting quresstegarding the lexicon organization in these theori@sTle evaluation of
LG coverage on a corpus. This evaluation uses a French shadicser able to recognize quite precisely the constitubatsthe verbs
take as arguments. The lexical descriptions of the verbshzambe saturated in order to recognize the phrases headeedsverbs.

1. Introduction struction. Our second aim is to transldteinto lexicons

) for targetNLP applications. IL plays a role of pivot be-
One of the main obstacle to the development of wide cov—L g PP Pay P

) . weenLG and these lexicons. We have builtHRSGlexi-
erageNLP systems is the absence of large computationa on used within thaLEP system to parse French (Alshawi,
lexicons. Migration of existing lexical resources consti-

ffici d ch build h | _Arnold, Backofen, Carter, Lindop, Netter, Pulman, Tsujii,
tutes an efficient and cheap way to build such large lexi-g Uszkoreit, 1091). and dAG Iexicon used for French

cons. This paper addresses some problems related to tﬁ%t generation (Meunier, 1997). These lexicons are dual

reeuse forNLP @d to tlh9e7eva!|l_1r?tlon (.ﬁADL’S Lexiltc'gn- hof one another since the first describes the properties that
rammar(G) (Gross, 5). This major source of Frenc hold while the later describes the ones that do not hold.

lexical knowledge is composed of 61 tables de§cribing th%\s will be seen in section 4, the generation of these lex-
syntactp behavior of 4’,961 verb; (10,716 entries) \{v.r.t. 4cons raises some interesting questions regarding the lex-
set of uniform of syntactic propertiesG has been publicly icon organization in these theories. The third aim of the
available on the Internet for several yearsiowever, it has research we present is the evaluation 6fcoverage on a
hot been used by théLP community, mainly because of its large corpus (section 5). Such an evaluation is necessary

format. The interpretatio_n of t hgs_e tables_is non trivial be because.G has been constructed by hand, mainly by intro-
cause I_arge parts pfthe linguistic mfo_rmatlon.s they conta spection. The evaluation uses a French shallow parser able
are r.1e|ther.epr|C|t nor represgntgd n a un|fo.rm mannefry, recognize quite precisely the constituents that thesverb
Section 2 discusses this que.stlon.ln more detail. . take as arguments (namely DPs, PPs and APs). The parser
The research presented in this paper has 3 aims. Thgseq| verbs lexical descriptions in order to recognize finite

first is to make explicit the informations codedLi@ tables propositions, non finite verb pharses, gerunds and adjecti-
and to give them a formal representation, nanfAyR-1l |5 phrases headed by past participles.

lexical entries.PATR-II is a well known formalism easy to

use and flexible enough to enable us to representn-

formations straightforwardly. The conversionias into a 2. Tables
theoretical-independe®ATR-II Intermediate LexiconlI)

implements the interpretation b syntactic properties, as

described inLG underlying theoretical researches (Gross,LG describes the main aspects of the syntactic behavior of
1975; Boons, Guillet, & Leclére, 1976a, 1976b; Guillet & French predicates in a tabular format with binary values
Leclére, 1992). Section 3 is dedicateditcand to its con-  (+/—). This description includes the intrinsic properties of
these predicates, their licensed constructions and tae alt
lhttp://www-11i.univ-paris13.fr/LexiqueGrammaire/ native realizations of these constructions constituents.
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Figure 1: Beginning of tablé (Gross, 1975)
2.1. Description disjunctionsof columns indicate that some properties de-

Eend on several other ones. They are used as abbreviations
in order to avoid duplicating the dependent properties and
ey only appear as controllers.

LG describes 4,961 verb predicates by means of 61 table
Each table corresponds to one verb class identified by
number and defined bylzase constructionLG construc-
tions are given as linear expressions made of predefin ;

symbols. For instance, tabte(figure 1) gathers the verbs 9@_2_ Interpretation

vV whose base construction §a P V N; whereV has a In addition to their explicit typographic structureG ta-
propositional subjedqu P and a nominal complement ; bles have also an underlying structure which specifies their
the subject is a finite proposition either indicative or sub-properties interpretation. This interpretation is jojyrdie-
junctive, introduced by a subordinating conjunctépre. fined by the properties typology and by the table structure.

Properties Typology. Each table describes a verb classBase Construction. As can be seen in figure 1, the base
by means of a set of properties characteristic of thiconstruction of a table is not a property of that table. We
class. The properties of the verbs, represented in thadded it in order to make the table interpretation more reg-
columns of the table, are of three typesnstructionsalso  ular. A base construction being a transformation which all
called “transformational properties” (Gross, 1975), eepr other properties depend on, it is added as a controller of
sent the main variations of the syntactic frame of the vertall the table columns. All lines of the added column are
(e.g. passivization, optionality of some complements)etc since this property is the base construction of all the table
constituent specification@lso called “partial transforma- verbs, and therefore is licensed for them.

tions”) completely specify a construction constitueng(e.
No=:Nz.m; the subject is a human nourfgature specifi-
cations such astux=avoir (the verb is conjugated with
theavoir auxiliary), only specify a feature of a constituent.

Reference Construction. In order to be interpreted, any
property used in a table need to be attached teference
construction The reference construction of a distributional
Constituent and feature specifications are also called “dig? ropg_rty Is the construction which contains t_he constllltuen
specified by the property. As for transformations, their ref

tributional properties’”. erence construction is the construction which they are de-
Figure 1 illustrates these three kinds of properties. Col-; y

umn 1 specify the subject constituent of the base con- rived from.

struction. Columns 8 to 11 specify the adjectivation suffixe Reference Constituent. The interpretation of distribu-
of V. Adjectivation suffixes are regarded as features sincé¢ional properties also requires to know which of the refer-
they neither specify syntactic configuration fonor its ar-  ence construction constituents is concerned by the prppert
guments. Column 13( se V de ce Qu P)is atrans- This information is also needed for pronominalization. In
formation which describes a pronominal alternative of thethe electronic version of the tables, the relevant corestitu
base construction. may be identified from the property prefix.

Table Structure. The columns are organized by means of 3
three structural elements. First, horizordattouchesndi- )
cate the part of the construction concerned by the progertieThe translation of &G table into a set of lexical entries con-

it dominates. For instance, the first four columns of figuresists in: (1) making explicit its underlying structure; €&

1 are dominated bgujet which indicates that they spec- sociating formal representations with its properties, elgm

ify the construction subject. Secordkpendencemdicate  PATR-II constraint systems; (3) completing the construc-
that some properties depend on another one. They are repons representations by exploiting the underlying strcest
resented graphically by embedding the dependent columniBhe resulting lexicon associates a set of fully specified con
into the one which controls them. Columns 3 and 4 of tablestruction representations with each table entry. From an op
4 are an example of such structure which refines the speerational point of view)L construction is made in succes-
ification of the subject when it is “not restricted”. Third, sive passes in order to have a more robust translator and to

Intermediate Lexicon



distinguish the different levels and dimensions of thegran 4. Computational Lexicons
lation. We already have processed a third &f that is 18

tables, describing 2,589 verbs (3,485 entries). IL is the input of a translation system that generates in par-
allel two files of lexical resources to be reuseNitP ap-
3.1. Representation plications for French that are respectively basedHe$G

andTAG linguistic theorie$. The system has been applied
An examination of the tables constructions shows that theyo theIL representations of the four followirgs tables :
all are composed of a subject, a verb and complements (divalent direct transitive verbs with a sentential subjec
whose number ranges between 0 and 4. We choose to UgeDT (trivalent direct transitive verbs with a dative/source
canonical representation&unthner, 1988) for these con- secondary object)38L (tetravalent direct transitive verbs
structions, namely to consider that all of them are of thewith both source and goal locative objects), a@n¢diva-
following form: lent indirect transitive verbs with a prepositional infinét

clause object).
(1) Sujet Verbe Compl; Compls Compls Comply

4.1. Comparing Targets
whereverbe may be a verbal segment possibly containing
an auxiliary or a reflexive pronoun and whefempl,, ...,  The target lexica are based upon two distinct theories. Both
Comply may be empty; however, fompl; is empty, then theories are recent, and include, among others, the cancept
Compl; is empty as well for all > :. Each construction of “unification grammar” and “lexicalism”. Such concepts
may then be represented as a structure with 6 parts, eadhvolve for a lexical entry to describe not only the word
part describing one constituent. itself, but also and above all its internal structure and its

We also choose not to make any hypothesis on the inmaximal projection. Moreover, a word description obeys

ternal structure of the constituents; first, we winto be a  a feature theory, called “type system” (hencefor) in
formalization of the tables which reflects the views of theirHPSG and “family” in TAG.

authors on that matter; second, strong theoretical hypothe  op, the other hand, these targets have conceptual differ-

ses would make the construction of target lexiconsMid?  ances, some of which playing a crucial role in the migration
systems based on other linguistic theories more difficult beg|gorithm.

cause these hypotheses are likely not to be shared by these

theories. Target Applications. TheHPSGlexicon has been used in
) a parser written irALEP (Alshawi et al., 1991), whereas
3.2. Implementation the TAG lexicon is written in the G-TAG formalism (Dan-

los, 1995; Danlos & Meunier, 1996; Danlos, 1998) for
the FLAUBERT generation system (Meunier, 1997). How-
ever, this difference is not very relevant, given the expect
grammars reversibility in both theories.

The first stage inL construction consists in restoring the
explicit typographical structure in the tables electroréc
sion: there headings are separated and then marsily
marked. The reminder of the construction is fully auto-

mated. Interpretation.  As it will be shown , arHPSGlexical en-

try (see 8§ 4.2) reflects one of the possible constructions for
a word, whereas @AG entry (see § 4.3) describes all the
illegal constructions of a given word.

Headings processing. The second stage translates the
marked headings and the tables lines FroLOGterms by
means of @EeRLfilter. Then the dependences with disjunc-
gfozch?aiﬁgts%pzn; ;3'5\:2 Irllc?wﬁ);zzg?rgzrcr;l?he;cfgﬁ r%’rﬁﬁmderlying Archnecture. The HPSGfeatures and their
headings. The fifth stage assigns identifiers to constngtio """.'“‘?S are dgfmed by means of a near-to-standad
and deter.mines the properties reference constructiores TkWIthm the “.m'ts of the constramt; expressed by tf$sth§
next pass actually parse the properties and computes.therf?prese.nt"’u.Ion Of. any cpnstrucﬂon, any fea‘“fe shgrmg or
PATR-Il representation Calculation is easily realizable, and any potential change

' theTSwould have only minimal effects on the lexical entry
Lines processing. The following stages perform the in- description. Th&AG notion of family is different (Candito,
heritance by the derived transformations of their con-1996): itis a symbol, that identifies for its predicate mem-
stituents properties. First, the table columns are reorgdPers all the potential constructions and transformations,
nized according to the underlying structure. The table beterms of a set of parametric trees labeled with the appropri-
comes a set of 3-uplet§’, F, C') whereT" is a construction, ~ ate features. Thus, the definition or modification of a family
F a set of feature specifications 6fconstituents, and' a entails much heavier constraints in the lexical entriesrint
set of constituent specifications attachedtoThe feature ~Pretation, than what happens with tHeSG Tsnotion.
specifications constraints are merged into the constmgtio
and constituents representations. Then the propertiggof t
inherited constituents are added to the transformatiqns re  “We do not introduce here these theories. For that purposeetter
resentation. The last stage merges the inherited repeesen{. réfer to (Pollard & Sag, 1988), (Pollard & Sag, 1994) ajusli,
tions into the target ones and takes into account the effects 3¢ resuits from the combination of the (Pollard & Sag, 19%#ap.9
of the transformation. TS, and the semantic extensions defined in (Badia, 1998).




4.2 TheHpsclLexicon (A) : F-FAMILY for V=acheter

Construction | Reference Features
P H in. (LA1) cons/0 *[x
An. H.PSG|EXIlcall en_try is & Typed Fe;:@tures Stru_ctured lin a0 e verb= “scheter”
guistic description in which only positive propertiesare e  1.A.14) cons/13 e compl2.sem.sort = nhum
pres_s;et‘j. In oth_er words, repres_ent_lng the fact that a verb i e ST hase ST
admits no passive construction is simply donabydefin- t1/6 cons/0 | compll.sem.sort= partie_corps,
ing the verb passive construction lexical entry. compll.sem.ref= sujet ...

The basic algorithm for théL conversion intoHPSG

. . . (B) : The [Ppv2 = 1lui] Transformation
lexical entries has been exposed in (Hathout & Namer,

. X . Construction | Reference Features
1997). After a brief sketch of it (§ 4.2.1), we present thein- (1.8.1) i cons/i3 Sujet< = base.sujet ..
heritance mechanism that has been added to it: it retrieves*82 | 12114 e B i
features that belong to a reference constituent and are in- 12/2 e sujet.sem.sort=hum ...

herited (but not repeated in the) in the transformation the
conversion of which is in progress (§ 4.2.2).

The generation of aRiPSGlexicon rests on two main
principles: following a mechanism illustrated by Table 1, and dis-
 tributed in 4 phases:

Table 1: Use of-FAMILY to synthesize a transformation

1. the resulting lexicon is completely static (no lexical
rule is assumed); in other words, there is a one-to-one
correspondence between lnformula (see § 3) and
anHPSGlexical entry,

2. generalized disjunctions are turned down, replaced by
the application-oriented co-description approach de-
veloped in (Rieder, Schmidt, & Theofilidis, 1994).

1. For the synthesis of the V vert} itransformation (eg.
the [Ppv2=1ui] transformation fore “acheter” (buy),
in Table 1.B), the=-FAMILY table is built (eg. 1.A),
and stores the already synthesized constructions.

2. EachiL property to be synthesized is specified by two
symbols (see 1.B): the first one identifies the current

4.2.1. Basic Algorithm property description (egt2/14) and the second one,
the reference construction the property depends on
i [ Hean LVARl] i (eg.cons/13.
vhea 3. Recovering an inherited property for a function (eg.
AT cue) CONTENT VARS ] compl2 in (1.B.2), vs subj in (1.B.1)) requires the ref-
CAT Ca([COHEAD VAR?] erence construction to be retrieved in thEAMILY
synse R B .
comPL VAR3 table, provided that the functions are compatible. For
syn- instance, the compl2 reference constituent in (1.B.2)
content |RE- VAR“] is itself a compl2 (compl2= base.compl2) and this
psoa-'”ARG' VARS J item is the actual constituent described in the reference

synsem constructioncons/13in (1.A.14). Therefore, compl2

in the (B) transformation inherits the corresponding
As shown by figure 2, both basic constructionand trans- ~ semantic features (sem.sort = nhum). Conversely,

formations are instances of a generic structure, which re-  the subj reference constituent (subf base.subj) in

flects the involvedSand where assigning the variable slots (1.B.1) does not appear in tlcens/13reference con-

(VAR1, ...) requires to reorganize the features of the corre-  structionin (1.A.14): the subject synthesis in (B) does

spondingL construction: not involve inherited features to be recovered from the
(A) F-FAMILY .

4. Step 3 is repeated as long as examined constructions
depend themselves upon reference ones.

Figure 2:HPSGIlexical entry: general structure

e The verbcONTENT s directly computed according to
the table basic construction.

e Syntax-to-semantic interface (ie. the constituents
CONTENT index values) depends on the transforma-
tion effects on constituents.

¢ For the grammatical function of each constituent (eg.TAG lexicon design follows quite opposite techniques: as it
suBJ the list of the potential syntactic realizations is has been said in 4.1, the definition of G lexical entry
itemized (eg. the “np:vp” list means that the given of a V verb is in some way “negative”, because it is mainly
grammatical function can be realized either as an NRnade up of a set of (conjunction of) negative features, each
or as a VP), and such is the appropriate list of properof them identifying a syntactic construction valid for the V
ties for each (grammatical function, syntactic realiza-TAG family, but which is illegal for V.
tion) pair in order to instantiate theoHEAD attribute

4.3. Thetac Lexicon

(eg. thevAR2 slot in figure 2). "ENTREES" = f-NOVN1p2N2;
[xxx] = lacheter/[yyy2] = la/;
4.2.2. Retrieving Inherited Features [T_passi}/e=,'I]'_no_N0=—,T_no_N2=—],
.. . . . . ... [T_N2loc=1;
In addition to the basic algorithm, transformaﬂons_m- No[:r6|e= agent:
herit semantic features from their reference construstion N1:role= théme;

" . : | . N2:role= origine;;
We mean here complex, structural properties, of coursetoenic or . . « "
binary negative values are allowed. Figure 3: TAG entry for “acheter



For instance, consider figure 3. The verb “acheter” e TheF-FAMILY table definition (see § 4.2.2) is the com-
(buy) is a member of th@AG family “f-NOVN1p2N2”. mon module of théiPSGandTAG translators. To gen-
This sequence of formal symbols means that the family  erate thefAG entry of a V verb, the translator exploits
gathers verbs which share the “subject V direct_object the maximal VF-FAMILY table, i.e. the one that con-
prep_object” construction: the family identifier and inter tains all the formulas that have to do with V;,
pretation apparently brinAG and LG much closer than . o
what happens withPSG (here, there is a one-to-one cor- The F-FAMILY is used to collect the positive (i.e. al-

respondence withG table36DT), and the migration algo- lowed) transformations for V, its lemma, the preposi-
rithm design seems to be much simpler. We will show the ~ tion forms (if any), the semantic roles and other spe-
limits of such an assumption. cific features for V.

According to figure 3, attributelxxx] and [yyy?2] re-
spectively indicate the verb and the preposition forms. The
“[ T_N2loc= ]" feature says that the “p2N2" constituent
cannot be realized as a locative complement. It also im-
plies that the property is potentially valid for the family.
Similarly, the { T_passive=, T_no_NO=-, T_no_N2=
" indicates that the conjunction of the 3 properties : “pas-4.3.2. Problem : TheG Table4
sivization, agent omission and N2 omission” is forbidden,,, appearance, theAG migration is the result of a short

for the verb (and allowed for the family). simple algorithm, because the main syntactic descriptions
Other features that characterizeTAG lexical entry,  sharing, constraints, etc. are the matter of the family defi-

are the constituents semantic role and the verb morphasition. However, there is a situation for which this simple

syntactic properties (such as the conjugation auxiliary)g|gorithm has to be put in question, namely when a con-

The constituents syntactic realizations are also pragerti ctityent has several syntactic (and semantic) realizatas

that must appear on the lexical entry: we will see that they happens for the conversion of the table4.

entail problems in the family definition.

¢ The positive constructions for V are matched against
Table 2. The corresponding ‘0’ values are switched
to ‘1'. The TAG negative features corresponding to
the remaining ‘0’-valued transformations (Table 3) are
included in the lexical entry definition.

"ENTREE12" = f-SOVN1;
4.3.1. General Strategy [xxx] = /abattre/;
Observing figure 3, it results that the following decisions S0:cat= np,cp.vp;
and tasks have to be done to migriténto TAG: Nacas e
:mood=ind;
S0:compl=que;

e One LG table corresponds to onBAG family (this

S . v Figure 4: Disjunction in the TAG entry for “abattre”
choice is put in question in § 4.3.2);

The (flat) structure of AG lexical entry is not com-
patible with multiple syntactic realizations, becausessro
dependencies between syntactic realizations and other phe

e Tabletransfo, illustrated by Table 2 puts in corre-
spondence eachG table with its valid transforma-

tions. nomena cannot be expressed: for instance, figure 4 shows
[Table [ Construction [inital Value | t_hallt. the subject of “abattre” may bg either a (tensed or in-
36DT | [NOhum,V,N1,a,N2hufn 0 finitive) clause, or an NP: the subject mood and comple-
mentizer features values concern only the tensed clause re-
38L | [NO,V,N1,deNsource,Loc,Ndésf 0 alization, and this constraint is not represented in figure 4
[NO,V,N1,Loc,Ndest 0 It is clear that the one-to-one correspondence between

: . LG tables andrAG families are not sufficient to solve this
Table 2: Valid constructions for eatlG tables problem. A possible solution is to define a set of sub-
families for “f-SOVN1": each sub-family gathers verbs that
As the start, each transformation has the binary ‘O’'share the same syntactic realizations, for each constituen
value; The maximal expected partition of “f-SOVN1” is illustrated

in figure 5, and according to this figure, the family of “abat-
e Tablet-to-f (See Table 3) associates BB trans-  tre” would become “4-SOVN1-a”.

formation with aTAG negative (conjunction of) fea-
ture(s);

f-SOVN1

[ LG llicit Construction | NegativeTAG Features | N P e PR
[NO,V,N1,Loc,N [T_N2loc=] | | \
[N1,est,Vpp [T_passive=,T_no_NO=,T_no_N2=] £.S0VN1-a f-SOVNL-b SOVNLC
[N1,V] [T_ergative=]

[N1.estVpp,W [T_passive=T_no_NO=] Figure 5: Partition of f-SOVN1

Table 3: Sample dfG to TAG correspondence

o Given theTAG definition of the lexicon, there should 4.4.  Validation and Perspectives

be a one-to-one correspondence betweeiGaable  The conversion has provided a thousand entries, and
line and a lexical entry. around four thousandPSGentries. TheHPSGlexicon has



been validated in the ALEP platform (Heyd, Jacquey, & list. The lemmatizer computes lemmata for un-
Namer, 1996). The validation of theAG lexicon is fore- known words by means of flexion rules learned from
seen to be performed in the framework of HHAUBERT TLFnome.

generation system.

Future extensions, within tHeAG formalism, will have
to do, above all, with families/tables harmonizations. yhe
are expected to improve the currePAG linguistic re-
sources, for both parsing and generation.

The shallow parser processes texts in several passes. Pars-
ing a text consists in delimiting sentences constituends an

in bracketing them (all constituents are compact). The
parser also associates with each constituent the striictura
informations computed during its parsing, namely its head
5. Evaluation and the list of its arguments.

. . . . “ H ” ?
LG is first and foremost a set of theoretical syntactic de-Vat does “coverage evaluation” mean? |L coverage
an be characterized in two ways. First, “quantitatively

scription of French verbs. It has been constructed mainl . X h
by introspection and is intended to reflect its authors intuPY détermining the proportion of verb occurrences that are
“qualitatively” by determining its

itions and generalizations on key syntactic phenomena. Thescribed inL.. Second,

third part of the paper is dedicated to the evaluation of thé€xical descriptions adequacy, that is the proportion obve
susefulness” oLG (in fact, IL) for NLP. occurrences that have an entry which properly describes the

construction they occurs into.
5.1. Shallow Parsing 5.2. Verb Arguments

Wh hallow parser? L in ntactic lexicon . .
y a shatlow parse G being a syntactic lexicon, The shallow parser segments sentences into constituents.

its evaluation consists in determining its contribution toI is robust in the sense that it skips the items that do not
standard syntactic processing such as parsing, generatiobelong to recognizable constituentg The basic constisuen

. Parsing i rticularl i for this evaluation be-. X ’ . .
etc. Parsing is particularly suited for this evaluation be it recognize are DPs, APs, PPs and verb strips (VPOs, that is

cause it exploitsL straightforwardly. Furthermoral. is L . o i .
quite large p(2589 verbg' 3485 en>t/ries). This forbids ar® verb with its possible auxiliaries, clitic pronouns, naga

evaluation by hand. On the other hand, its coverage museldvlerbsdandtsurro:m(igig addverbs); Stf]e f|glire r6m tr
be evaluated on a quite large corpus. Therefore a fast h order 1o evajuatél. adequacy, the parser must rec-

syntactic parser have to be used. ldeally, the evaluatioR9"'2€ with a fair precision the verbs arguments. These

should be made with a parser able to take advantage guments are DPs, PPs, npn_fip_ite verb p*."‘."‘ses and finjte
all the dimensions ofL descriptions: structural, seman- clauses. The treatment of infinitives and finite clauses is

tic and morphological (eg. able to distinguish human/norpresen.tec.j bglow (85.3.2and §.5'3'3)' The_ main problem N
the delimitation of non propositional constituents is frep

human/location/measure NPs, locative/non locative prepo itional attachment to DPs and APs: verbs must not take as

sitions, etc.). However, we cannot develop such a parse : .
because we lack a large general syntactic and semantic IeQI(gagtr:em PPs that are in fact attached to one of their argu-

icon (IL is precisely a step toward building such a lexicon) Similar methods are used for attachments to DPs and

f th lexity of such I . N ) R
and because of the complexity of such a development 0,&Ps, both being based on learning licensed attachment con-

mention the system complexity and its effects on effi-. : .
to y plextty figurations from the corpus (Bourigault, 1994). Endoge-

ciency. Since we cannot afford the ideal solutithnevalu- | S d for attachment to DPs: determi
ation uses a French robust shallow parser, implemented fRous 'eaming IS used for attachment to LS. determiners
are divided in 4 classe$ (le, un, othery; prepositions are

PROLOG (Sicstus 3.5) with reasonable efficiency: aroundd. ‘ded in 4 cl Hé thera- th
50 words per second on a Pentium 100 PC running Linux: i ethlnNochaszesPas wg ? a fs_ur, Ot. ers{, detpars.er
We are aware of the obvious limits of this option, the majoruses & ead, Prep, Dptconfiguration to determine

one being the lack of precision: onlly structural informa- whether the following Prep headed PP is always/never at-
tions are taken into account tached to the Rheaded DP or if it must look in the corpus

for identical configurations but with PPs having different
Overview. The shallow parser we developed fareval-  complements. Endogenous learning gives good results, es-
uation takes POS tagged and lemmatized texts as input. Specially with technical texts. PPs attachment to APs uses
corpora have first to be pre-processed: the same method, however, th&’, Prep configurations
have been learned once for all from 50 Frantext scientific
1. segmentation of the text in sentences and words;  texts because the learning configurations are very strongly
] o constrained. Notice that past participles used as adgstiv
2. identification of the compounds; are treated differently (by means lof see § 5.3.1).

4. POS tagging using Brill tagger trained for French The first stage ofl. implementation into the shallow parser
at CNRS-INaLF by Josette Lecomte and Patrickis to translate itinto ®RoLoGexternal databasé. entries
Paroubek (Lecomte & Paroubek, 1994); are translated asroLOGterms with 6 arguments that have

the format of the representations manipulated by the parser

5. robust lemmatization using TLFnome, a lexicon de-The translator is @aRoLOGprogram that extracts the struc-
rived from “Trésor de la Langue Francgaise” word tural informations fromL PATR-II constraint systems and



[IP [DP Un/dtn [WP lac/sbc HNP] DP] a/acj souvent/adv occupé/vpar [DP les/dtn [NP
ombilics/sbc ONP] DP] IP] que/sub$ [DP 1’/dtn [NP action/sbc [PP de/prep [DP la/dtn
[WP glace/sbc WP] DP] PP] NP] DP] [VPO a/acj surcreusés/vpar VPO] ./ponct

Figure 6: Segmented sentence

Infinitive Present Past Finite Finite Total Rem.
Participle | Participle VP P
Present 7,075 2,435 16,904 13,036 | 13,879 (+ 13,036)| 53,329 | VP &IP
13.26% 4.56% 31.69% | 24.44% 26.02% 100% | VP &IP
54.82% 58.21% 67.96% | 45.17% 32.47% 62.95% | VP &IP
Missing 5,830 1,748 7,971 15,820 15,820 31,369 | IP=VP
18.58% 5.57% 25.41% | 50.43% 50.43% 100% IP=VP
45.17% | 41.78% 32.04% | 54.82% 67.52% 37.03% | IP=VP
Total 12,905 4,183 24,875 28,856 | 13,879 (+ 28,856)| 84,698 | VP & IP
15.23% 4.93% 29.36% | 34.06% 16.38% 100% VP
100% 100% 100% 100% 100% 100% VP
Parsed 4,877 1,919 16,904 3,924 13,879 41,503 | VP + IP
11.75% 4.62% 40.72% 9.45% 33.44% 100% | VP + IP
68.93% 78.80% 100% 31.10% 51.56% 77.82% | VP + IP
Fail 2,198 516 0 9,112 (13,036) 11,826 VP
18.58% 4.36% 0% 77.05% - 100% VP
31.06% 21.19% 0% 69.89% 48.43% 22.17% VP
Total 7,075 2,435 16,904 13,036 13,879 53,329 | VP+ IP
13.26% 4.56% 31.69% | 24.44% 26.02% 100% | VP + IP
100% 100% 100% 100% 100% 100% | VP + IP

Table 4: Detailed results for corpus 1

translates them as representations of the patseB,485 (we allow items that are not arguments of the verb to inter-
entries yield 13,57@ROLOG constructions. vene between the verb complements). The last stage com-
putes the VP representation.

Non finite VPs are non finite verb and present participle
The treatment of past participles used as adjectives difphrases. They are parsed in a separate pass. In order to
fers from the handling of the other verb phrases in thregyiow non finite verb VPs to be complements of operator
respects. First, because all part participles complementgerps (egcommencer Amenacer deetc. described inG

are optional, it does not enforce the lexicon completenesgple1), this pass treats sentences from right to left.
hypothesis: the parsing of such phrases succeeds even if

the verb does not have a lexical entry that matches its ad.3.3.  Finite Clauses

tual complements list. Therefore, the parsing of these APgjnite clause are parsed in a third, separate pass. They are
never fails (see the third column of the second part of tagelimited on the left by the beginning of the sentence, a
ble 4). Second, itimplements a lexical rule that UanSformSpunctuation, a relative pronoun or a subordinating conjunc
the subject of active clauses into an additional agent coMjon, The parser imposes strong constraints on the location
plement (ie. apar headed PP). Third, the recognition of of subjects (except for subject-verb inversions, nondcliti
these phrases is performed at the same time as the othgipjects must immediately precede the verb strip). As a re-
APs and not in the pass that parses VPs. Notice that pagyt, subject attachment has a good precision, but themparse
participles occurring in compound times VPs are treated agjjs to find one in the third of the cases where the finite VP
normal verbs (see § 5.3.2). is recognizable (see the fourth column of the second part
53.2. Non Finite Verb Phrases of table 4). The parser performs a fourth pass in order to

- . - recover these VPs.
Non finite verb phrases differ from finite clauses because

they do not have subjects. However, the parser imple5_4_ Results

ments strictly the lexicon completeness hypothesis fan bot

of them. The treatment of non finite verb phrases is comThe shallow parse have been used to evalugen two
posed of 4 stages. First, the verb strip is (re)parsed irrordecorpora: one of 983,315 words composed of 4 scientific
to identify the possible clitic arguments. Second, thegrars books from Frantext (in the domains of geomorphology, bi-
delimits a segment immediately following the verb strip in ology and chemistry) and one of 300,450 words composed
which it has to find the verbs complements. This segmentf articles from the 1987 editions of “Le Monde” newspa-
ends either by a punctuation or by an element marking theer. The results obtained show tha& quantitative cover-
limit of the current clause (relative pronoun, subordingti age is similar for both corpora (around 70%). This evalu-
conjunction, verb strip). Third, the parser looks for adexi ation is quite reliable since it only depends on the tagger
cal entry that can be completely saturated by the clitic prowhich has a precision of 97%. On the other har@ guali-
nouns and the constituents of the selected segment. THhative coverage varies with the corpus nature, partly beeau
complements order in the lexical entry are is ignored; thehe tagger have been trained on Frantext texts and therefore
complements taken from the segment can be disconnectedakes less errors for these texts.

5.3.1. Past Participles used as Adjectives



Efeig”t '\fiSSi;g 2T0t7al Boons, J.-P., Guillet, A., & Leclére, C. (1976b). La struc-
6,126 | 10,629 | 26,755 ture des phrases simples : Classes de constructions

60.27% | 39.72% | 100% " ;
Serced | Fai — transitives. Rapport de recherches du LADL 6, Uni-

11,446 | 4,680 | 16,126 versité Paris 7, Paris.
70.97% | 29.02% | 100% Bourigault, D. (1994).LEXTER, un Logiciel d’'EXtraction
] de TERminologie. Application a I'acquisition de con-
Table 5: Brief results for corpus 2 naissances a partir de textesThése de doctorat,

Ecole des Hautes Etudes en Sciences Sociales, Paris.
Notice that the 77.82% and 70.97% rates given in ta-Candito, M.-H. (1996). A principle-based hierarchical-rep
ble 4 and 5 includes past participle phrases sinde used resentation of LTAGs. IrProceedings of the Inter-
for there treatment. However, this treatment never fails national Conference on Computational Linguistics
which somehow perverts the rates. They remain however ~ COLING'96 Copenhagen, Danemark.
decent even when past participles are not counted: 67.538anlos, L. (1995). Présentation de G-TAG, un formalisme

for corpus 1 and 50.95% for corpus 2. pour la génération de textes. Actes de TALN'95
GDR-PRC Communication Homme-Machine. Pble
6. Perspectives Langage Naturel, Marseille.

o ) ) ) . Danlos, L. (1998).G-TAG: a Formalism for Text Gener-
This first evaluation of.G gives a good idea of what this ation inspired from Tree-adjoining Grammar: TAG
lexicon can bring toNLP. We plan to carry out a more pre- issues Stanford. US: CSLI.

cise evaluation as soon asrea}ches.it final size and when Danlos, L., & Meunier, F. (1996). G-TAG: Présentation et
the shallow parser we are using will become more stable. applications industrielles. IImformatique et Langue
In particular, we must evaluate the parser performance in Naturelle. ILN'96. Nantes

order to determine the error rate fiorevaluation. Gunthner, F. (1988). Features and Values 1988. Tech. rep.
On the other hand, we are working on several other as- SNS-Bericht 88-40, Tiibingen University, Ttibingen.

pects ofL.G use inNLP, especially on: Gross, M. (1975)Méthodes en syntaxe : Régime des con-
structions complétived/ol. 1365 ofActualités scien-
tifiques et industriellesParis: Hermann.

Guillet, A., & Leclére, C. (1992)La structure des phrases
simples : Constructions transitives locatiy®sl. 26

e The adaptation of the method presented here to the of Langue et CultureGenéve: Librairie Droz.

“Trésor de la Langue Francaise” constructions andHathout, N., & Namer, F. (1997). Geénération (semi)-

e The coupling ofL andVERBACTION, a lexicon of ac-
tion names extracted from TLFnome in order to en-
hance complexes NPs parsing;

entre-crochets TLF constructions are similar toG automatique de ressources lexicales réutilisables a
one on many aspects. They are less strongly struc- grande échelle. Conversion des tables du LADL.
tured (in particular, there are no explicit verb classes) In Actes des léres JST FRANCAUPELF-UREF,
but their arguments are described in more detail. Avignon.
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parse th_ls phrase. Then statlstlcal_and linguistic filters mar to generation. In G. Kempen (EdNatural Lan-
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